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#### Abstract

Purpose-The nested case-control study design, in which a fixed number of controls are matched to each case, is often used to analyze exposure-response associations within a cohort. It has become common practice to sample four or five controls per case; however, previous research has shown that in certain instances, significant gains in relative efficiency can be realized when more controls are matched to each case. This study expanded upon this and investigated the effect of (i) the number of cases, (ii) the strength of the exposure-response, and (iii) the skewness of the exposure distribution on the bias and relative efficiency of the conditional likelihood estimator from a nested case-control study.

Methods-Cohorts were simulated and analyzed using conditional logistic regression. Results-The relative efficiency decreased and bias away from the null increased, as the true exposure-response parameter increased and the skewness of the exposure distribution of the risksets increased. This became more pronounced when the number of cases in the cohort was small.

Conclusions-Gains in relative efficiency and a reduction in bias can be realized by sampling more than four or five controls per case generally used, especially when there are few cases, a strong exposure-response relation, and a skewed exposure variable.
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## Introduction

Cohort studies are frequently conducted to evaluate the effect of exposure to a particular physical or chemical agent on the occurrence of or death from a particular disease. The Cox proportional hazard model (Cox, 1972) is a common method used to evaluate an exposureresponse relation between the exposure and outcome of interest. However, performing this analysis on a full cohort often requires collecting detailed, time-dependent exposure history information on each member of the cohort, which can be quite expensive in time and money.

[^0]The nested case-control study design eases this burden (Mantel, 1973; Thomas, 1977). In a nested case-control study, individuals of the cohort who experience the outcome of interest (referred to as cases) are identified, and for each case, the risk-set is formed. The risk-set for a case includes the case and all cohort members who are under observation, and are therefore considered at risk, just prior to the failure time of the case. Members of each riskset excluding the case are then randomly sampled without replacement (and are referred to as controls). It is possible that a case may serve as a control in an earlier risk-set and that the same control may appear in multiple risk-sets. Covariate information for all sampled controls of a risk-set is evaluated at the failure time of the case, and the sampled risk-sets are then analyzed using conditional logistic regression. Generally, since the outcome of interest is death or occurrence of a particular disease, age is used as the time scale (as opposed to calendar time or time on study) because age is one of the most important risk factors for most diseases, and using age as the time scale matches exactly on age (Breslow et al., 1983).

It has been shown that unbiased exposure-response estimates could be obtained by analyzing a sample of the cohort using the conditional likelihood (Breslow et al., 1978; Prentice and Breslow, 1978; Breslow, 1981). Additionally, Goldstein and Langholz (1992) further proved that (a) the exposure-response parameter estimate from performing conditional logistic regression on the sampled risk-sets is asymptotically unbiased and (b) when there is no exposure-response relation, the asymptotic relative efficiency from performing conditional logistic regression on the sampled risk-sets, with $m$ controls matched to each case, compared to analyzing the full risk-sets (which is equivalent to performing Cox proportional hazard regression on the full cohort) is $\frac{m}{m+1}$, regardless of the distribution of the exposure variable. For instance, the asymptotic relative efficiency of sampling one control for each case is $\frac{1}{2}$, which means that the variance of the estimate from the sampled risk-set analysis is twice as large as the variance of the estimate obtained if the full cohort was analyzed. In addition, Ury (1975) provided a similar result for the asymptotic relative efficiency in the context of a matched case-control study. In fact, a nested case-control study can be thought of as a matched case-control study where the risk-sets of the cohort from which controls are sampled serve as the stratified sample population in the matched case-control study.

However, these results are asymptotic properties; that is, they apply as the size of the cohort (and, therefore, the number of cases in the cohort) approaches infinity. It is not clear how these results hold in situations with small sample sizes, or when there are few observed cases in the cohort due to a rare outcome.

In addition, it seems to have become common practice to simply sample four or five controls per case, even with a rare outcome such as death from leukemia. For example, a recent PubMed search for "nested case-control" and "leukemia" articles published in 2012 returned nine studies. Two of these studies analyzed the full cohort and were not considered. Of the remaining seven studies, six matched five or fewer controls per case, including three studies that only observed 22,64 , and 118 cases. The remaining study observed 71 cases and sampled 10 controls per case. The properties of the conditional logistic regression estimator
in these scenarios would not be guaranteed by the asymptotic theory and may be biased and/or inefficient.

While previous work has stated that sampling four or -five controls per case in a matched case-control study is sufficient and there is little to be gained in sampling more controls per case (Gail et al., 1976; Walter, 1980; Taylor, 1986), it has been shown that when the relative risk is large and the exposure is rare, there is considerable value in sampling more controls per case than the $4-5$ generally recommended (Breslow et al., 1983, 1987). However, their findings were based upon a dichotomous exposure variable, and the focus was on improving only the relative efficiency.

This article hopes to expand upon these findings through a simulation study by also considering a continuous exposure variable as well as considering potential bias due to small samples. In particular, this article will investigate the effect of (i) the number of cases, (ii) the strength of the exposure-response, and (iii) the skewness of the exposure distribution on the bias and relative efficiency of the conditional likelihood estimator from a nested casecontrol study.

## Materials and methods

Simulations were conducted using SAS Software (version 9.1.3, SAS Institute Inc., Cary, NC). Cohorts were simulated based on methods developed by Richardson and Loomis (2004) and further used by Hein et al. (2009). Thirty-six simulation scenarios were performed defined by the number of cases in the cohort ( $\sim 30,, 100$, and $\sim 300$ ), the exposure-response relation (hazard ratio per unit exposure $=1,1.005,1.010$, and 1.015), and the distribution of the exposure intensity [distribution 1 : $\operatorname{normal}\left(\mu=25, \sigma^{2}=64\right)-$ truncated between 0 and 50; distribution $2: \log -\operatorname{normal}\left(\mu=2.5, \sigma^{2}=0.25\right)$ - truncated between 0 and 50; and distribution 3: log-normal ( $\mu=0.75, \sigma^{2}=1$ ) - truncated between 0 and 50]. These distributions were chosen to study the effect of skewness on bias and relative efficiency. Distribution 1 is symmetric (skewness of 0 ), distribution 2 is slightly rightskewed (skewness of about 1.35), and distribution 3 is very right-skewed (skewness of about 3.7). Graphs of the probability density functions for the three distributions are presented in Figure 1.

Each simulated cohort consisted of 5,000 workers. For each scenario with $\sim 30$ cases, 10,000 cohorts were simulated, for each scenario with $\sim 100$ cases, 3,000 cohorts were simulated, and for each scenario with $\sim 300$ cases, 1,000 cohorts were simulated. The number of cohorts varied, since precision is inversely proportional to the number of cases and therefore, the results from the simulations with $\sim 30$ cases require 10 times the simulations as those with $\sim 300$ cases to achieve the same level of precision. Hence, 10,000 and 1,000 cohorts were simulated.

Each worker was randomly assigned values for age at first exposure ( 18 years plus a random exponential variable with mean 10) and maximum follow-up time (40 years minus a random exponential variable with mean 5). Each worker was also assigned a maximum exposure duration of 15 years. Therefore, since the exposure intensity was truncated to be below 50 ,
the maximum exposure an individual could accumulate is 750 units ( 50 units/year $\times 15$ years).

At each year of a worker's maximum follow-up time, the worker's current age and cumulative exposure (equal to the worker's exposure intensity multiplied by exposure duration) were calculated. Also, at each year, a conditional probability of mortality from the outcome of interest (conditional on survival to that age), $h$, was assigned to each worker based on the worker's age and cumulative exposure, cumexp, by the following formula:

$$
h=e^{\alpha+1.5^{*} \ln \left(\frac{(\mathrm{age}}{55}\right)+\beta^{*} \text { cumexp },}
$$

where $\beta$ is the exposure-response parameter (and, therefore, the hazard ratio per unit of exposure is $e^{\beta}$ ). The parameter $\alpha$ is an intercept parameter which varied in each simulation scenario and was chosen to obtain the desired number of cases (on average). It is not possible to completely control the number of cases in each cohort through this method; rather the number of cases in each simulated cohort will vary.

Additionally, at each follow-up year, a conditional probability of mortality from any other outcome (conditional on survival to that age), $c$, was assigned to each worker based only on the worker's age by the following formula:

$$
c=e^{-5+5^{*} \ln \left(\frac{\mathrm{age}}{55}\right)}
$$

Specific parameters for these conditional probabilities (hazard rates) were used by Richardson and Loomis (2004) as well as Hein et al. (2009).

Two Bernoulli random variables were assigned to each worker at each year, one with probability $h$ and one with probability $c$. A Bernoulli random variable of 1 represents a death in that year. A worker was followed up until his first death. A worker was treated as if he were censored if his first death is from another outcome or if he survived all years of his maximum follow-up time with no deaths. A worker was considered a case if his first death is from the outcome of interest. The final cohort consisted of 5,000 workers with variables indicating for each worker the age at first exposure, age at death/censor, age at last exposure (which is the minimum of: (i) age at first exposure plus 15 and (ii) age at death/censor), exposure intensity, and case-status.

At first glance, the hazard ratios chosen may seem very small. However, it is important to note that these hazard ratios are per unit of exposure for an exposure where it is possible to accumulate 750 units. To relate these hazard ratios to a specific study, the results must be appropriately scaled. For example, in a study of gold miners exposed to silica, Steenland and Brown (1995) reported a strong hazard ratio of 4.7 per unit of logged cumulative exposure (the exposure metric that was determined to give the best fit). The logged cumulative exposure ranged from 5.6 to 12 units. This hazard ratio of 4.7 would scale to:

$$
4.7^{\frac{12-5.6}{750}}=1.013
$$

per unit of an exposure which ranges from 0 to 750 units.

Risk-sets were created for each cohort, with age as the time scale. For each case, 1, 5, 10, 15 , and 20 controls were randomly sampled from the risk-sets. The full as well as the sampled risk-sets were analyzed using conditional logistic regression (procedure PHREG in SAS) to obtain estimates of the exposure-response parameter. The Breslow option (1974) in the PHREG procedure was used to handle tied survival times. For each scenario, 10,000, 3,000 , and 1,000 estimates of the exposure-response parameter were obtained from the analysis of the full risk-sets and for each of the sampled risk-sets from the cohorts with $\sim 30$, $\sim 100$, and $\sim 300$ cases, respectively. Relative efficiency of $1: m$ sampling was estimated by dividing the sample variance of the parameter estimates obtained from the full risk-set analyses by the sample variance of the parameter estimates obtained from the $m$-sampled risk-set analyses. Bias was estimated by subtracting the true exposure-response parameter (i.e. the $\log$ of the true hazard ratio) from the mean of the estimated parameters and is reported, for non-null associations, as a percentage of the true parameter estimate.

The PHREG procedure will not converge if, in every risk-set, the case's exposure is higher (lower) than the maximum (minimum) exposure of the corresponding controls in the riskset, because the maximum likelihood estimate is infinity (-infinity). In this situation, PHREG will report the last estimate when the optimization algorithm stopped, which most likely will be a very large estimate with a large standard error. When summarizing the simulated results, observations for which the resulting standard error was greater than 1 were excluded, because this was taken as an indication that the procedure had trouble converging. As a result of removing these extreme results, all analyses will be conditional on the algorithm converging, and any summary statistics may be underestimated.

## Results

Results from simulations based on distributions 1 and 2; true hazard ratios of $1,1.005$, and 1.015; and $\sim 30$ cases and $\sim 100$ cases are presented in all tables and figures; complete results can be found in the Online Appendix.

The parameter estimates from each scenario using distribution 1 are summarized in Table 1, and the results using distribution 2 are summarized in Table 2 . In most of the simulation scenarios, no observations were excluded from the analysis because of convergence problems. The most severe scenario was distribution 2, $\sim 30$ cases per cohort and a true hazard ratio of 1.015 , for which more than $20 \%$ of the simulated cohorts appeared to have convergence problems when one control was matched to each case. The issue was much less severe for cohorts with $\sim 100$ cases or a true hazard ratio of 1.005 or 1 . As a result of excluding these cohorts, the results in Tables 1 and 2 summarize the parameter estimates and standard errors given that the procedure converged.

Figure 2 provides a graphical representation of the relative efficiency for each scenario. Generally, relative efficiency improved with the number of matched controls. The empirical
relative efficiency when the true hazard ratio is 1 was close to the asymptotic $\frac{m}{m+1}$ for $1: m$ matching, and it gets closer to this value as the number of cases increases. However, when the true hazard ratio increased, the relative efficiency decreased substantially, particularly when the number of matched controls was low or the exposure distribution was skewed. For example, with $\sim 100$ cases per cohort, exposure intensity distribution 2 , and true hazard ratio 1.015 , the relative efficiency of $1: 5$ matching is $\sim 10.4 \%$, which is considerably lower than the theoretical estimate of $5 / 6$ or $83 \%$ under the null hypothesis. In fact, in this scenario to obtain $80 \%$ relative efficiency, $\sim 50$ controls would need to be matched per case (assuming a linear trend). Additionally, the relative efficiency was dependent on the distribution of exposure intensity (and consequently dependent on the distribution of cumulative exposure of the risk-sets of a cohort). The distribution 1 simulations yielded higher relative efficiencies for a fixed true hazard ratio and approximate number of cases than the corresponding simulations using distribution 2 , indicating that the relative efficiency is smaller when the distribution of the exposure variable is right-skewed.

The bias in each scenario was also calculated (Figure 3). Generally, bias decreased, as the number of matched controls increased. The bias was larger with a stronger exposureresponse relation or with a more right-skewed distribution and this bias tended to be away from the null. However, the bias was most affected by the number of cases in a cohort, and the bias decreased substantially as the number of cases increased. In fact, for all simulations with ~100 cases, when five or more controls were matched to each case, the bias was never more than $3 \%$.

The results from scenarios with $\sim 300$ cases and distribution 3 continue the trends summarized above. Namely, bias decreased with more cases but increased as the skewness of the exposure distribution increased. Also, relative efficiency increased with more cases and decreased as the skewness increased. Specific results can be found in the Online Appendix.

## Discussion

Previous work has stated that sampling four or five controls per case in a matched casecontrol study is sufficient, and there is little to be gained in sampling more controls per case (Gail et al., 1976; Walter, 1980; Taylor, 1986). However, these studies are based upon asymptotic properties of the power of tests for detecting a non-null exposure-response. Power was also considered in this study (results not shown), and as is often seen, power increased as the strength of the exposure-response relation increased. Therefore, detecting a significant non-null parameter estimate was not an issue for large hazard ratios. However, the relative efficiency decreased as the exposure-response increased, which would result in wide confidence intervals and, therefore, imprecise estimates of the true exposure-response parameter.

When the goal is to obtain a precise risk estimate rather than simply detecting a significantly positive estimate, such as in a risk assessment study, more controls should be matched to each case. For example, Rinsky et al. (1987) investigated the effect of benzene exposure on
leukemia mortality for a cohort of rubber workers to evaluate the appropriateness of the Occupational Safety and Health Administration (OSHA) occupational-exposure limit. The cohort consisted of 1,165 white males, and nine cases of leukemia were observed. In analyses based on the nested case-control study design with ten controls matched to each case, cumulative exposure, which was highly skewed and determined to fit the data best, gave a strong, significant exposure-response ( $\beta=0.0126$ per ppm-year, $\mathrm{SE}=0.005$ ). In our study, these conditions (few cases, skewed exposure distribution, and strong exposureresponse) were associated with reduced relative efficiency; thus, greater precision could have been realized by selecting more controls per case.

In addition to lower precision, such conditions also resulted in bias away from the null in the simulations of this study. For example, in the simulations with $\sim 30$ cases, a skewed distribution, and a comparable true hazard ratio of 1.015 , the bias was over $15 \%$ with five controls matched to each case and $8 \%$ with ten controls. Presumably, with only nine cases, the bias in the rubber workers cohort study would be more extreme and could be reduced by sampling additional controls per case. Greater precision and reduced bias would have been desirable to adequately evaluate the effectiveness of the OSHA occupational-exposure limit.

It has been shown previously that relative efficiency decreases as the strength of the exposure-response increases. In fact, Breslow et al. (1983) provided a general formula for the asymptotic relative efficiency in the case of a binary exposure variable and noted that there is a considerable value in sampling more controls per case than the four or five generally recommended when the relative risk is large and the exposure is rare. These simulations support this fact and further show a relationship between the efficiency and the distribution of the exposure variable for a continuous exposure.

In addition, alternative methods have been proposed to improve the relative efficiency. In particular, Langholz and Borgan (1995) proposed the idea of counter-matching where controls are matched to each case based on knowledge of a surrogate for exposure for the entire cohort. This method of sampling has been shown to provide improvements in efficiency compared to the simple random sampling considered in this study (Borgan and Olsen, 1999), and if information on a surrogate of exposure is available for the entire cohort, this method could be implemented. Furthermore, there have been new estimators proposed to improve the efficiency; see Samuelsen (1997) and Chen (2004). In specific scenarios, each of these estimators may provide improvements in risk estimation.

Bias away from the null has also been noted before in the literature for matched case-control studies. A study by Greenland (2000) noted that bias is quite severe in a $1: 1$ matched casecontrol study when there is a small sample size and further described and evaluated possible corrections for this bias that may be used in the analysis. This observation is consistent with the current simulation study. The bias away from the null was severe (as high as $35 \%$ ) when only one control was matched to each case, especially when there were few cases. In fact, even with $\sim 100$ cases, the bias was as high as $13 \%$ with a skewed distribution and a true rate ratio of 1.015 . However, the bias decreased dramatically when more controls were matched to each case, and for most scenarios, decreased to below $5 \%$ with 1:5 matching. Still, 20
controls were needed for each case to reduce the bias to below $5 \%$ with a skewed exposure distribution and few cases.

Lastly, in addition to decreased relative efficiency and greater bias, having few cases, a skewed exposure distribution, and a strong exposure-response resulted in an increased number of analyses that did not converge. However, this was only a major issue when one control was matched to each case. When at least five controls were matched to each case, the worst scenario only had a $1.0 \%$ of the analyses not converge and this decreased to 0 when there were at least $\sim 100$ cases in the study. Therefore, sampling more controls per case, especially when there are a few cases, will help ensure that the resulting analysis will converge and provide a meaningful exposure-response estimate.

A limitation of this study is that it only considered scenarios with one covariate. It is not completely clear how these results would generalize to scenarios with more than one covariate in the model, and this could be the topic of a future study.

In summary, we found that the relative efficiency decreases, as the strength of the exposureresponse parameter increases and as the skewness of the exposure distribution increases. Also, considerable bias away from the null was observed when the number of cases in the study was small, however, selecting more controls per case reduced this bias. Consequently, the results of this article (including the complete results listed in the Online Appendix) can be used to aid in the planning of a nested or matched case-control study. By considering the number of cases, the expected exposure distribution, and the expected strength of the exposure-response of a study, these results can help guide the decision on the number of controls needed per case to achieve a desired relative efficiency and bias.

## Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1.
Graph of the probability density function for the distributions used in the simulations.
Distribution 1: normal $\left(\mu=25, \sigma^{2}=64\right)$ - truncated between 0 and 50 , distribution 2: lognormal $\left(\mu=2.5, \sigma^{2}=0.25\right)$ - truncated between 0 and 50, and distribution 3: log-normal ( $\mu$ $\left.=0.75, \sigma^{2}=1\right)-$ truncated between 0 and 50




$\simeq T-\square 1-A-1.005 \rightarrow-1.015$
Figure 2.
Relative efficiency vs control-to-case ratio by true hazard ratio. The solid curve T represents the graph of the equation $\frac{m}{m+1}$ which is the asymptotic relative efficiency when $\beta=0$ (i.e. a hazard ratio of 1) for $m$ matched controls per case.


$$
-A-1.005 \quad-*-1.015
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Figure 3.
Percent bias vs control-to-case ratio by true hazard ratio


Notes:
${ }^{a} N$ is the number of parameter estimates with corresponding standard error less than 1 as calculated by the PHREG procedure ${ }^{b}$ Mean is the exponential of the mean of the estimated $\log$ hazard ratios.
${ }^{c}$ Empirical standard error is the sample standard deviation of the estimated $\log$ hazard ratios.
${ }^{d}$ Estimated standard error is the mean of the estimated standard errors.
${ }^{e}$ Relative efficiency of $1: m$ sampling was estimated by dividing the empirical variance obtained from the full risk-set analyses by the empirical variance obtained from the $m$-sampled risk-set analyses.
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